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O BOCCTAHOBJIEHNU 3AIITYMJIEHHBIX CUTHAJIOB METO/J10M
PETYVJIIAPN3AIINN

B. A. Mopo3sos!

Bajiaua BOCCTAHOBJIEHUS 3aIIly MJIEHHBIX CUIHAJIOB PACCMATPUBAETCS KaK 3a/1a9a BBIUNUCIEHUSI 3HAYE-
HUl HEOIPAHMYEHHOTO oneparopa. IIpumensiercst MeTo peryssipusarmu 1T uxonoBa. O0CyXKar0TCs
TEOpETUIECKNEe U MPAKTUIECKNE TIOIXOIbI K IIpobIeMe BBIOOpa mapaMeTpa peryaspudarui. Vcmomn-
3yeTcst anmpuopHasi WHQMOPMAIAs O CTPYKTYpe MCKOMOTO IOJE3HOTO curHaja. Marepuas mararaer-
¢ B TePMUHAX (PYHKINOHAJBHOIO aHAIN3a. DTO [I03BOJIAET 0O0OIIUTH IOy YeHHBIE PE3YJIbTATHI Ha
Jpyrue obsiactu 06pabOTKY SKCIIEPUMEHTAIbHBIX JIAHHBIX. AHAIU3UPYETCs CJIydYail 3HAUYUTE/IbHOI 3a-
IIyMJIEHHOCTH BOCCTAHABJIMBAEMbIX CUTHAJIOB. Pabora BhinosHeHa npu nojuaep:kke PODU (npoekt

10-01-00297a).

KtioueBbie ciioBa: peryisipu3aliusi, IpocTpancTBO ['mapbepra, HEOrPAHMIEHHBIN OIepaTop, ciabdast CXxo-
JIIMOCTh, CXOJIMMOCTh [0 HOPMeE, HepaBeHCTBa Diljiepa, TOXKIeCTBA Dilyiepa.

Let L be a linear operator acting from H to G: H L, G. Here H and G are real Hilbert spaces. Let
L be defined on a given nonempty convex set D C H. Suppose that the operator L is closed on D, i.e., for

any sequence of elements u,, € D: u, ) w0, Lu, ©) go: M — X (in other words, converging in H and G,
respectively) we have ug € D, Lug = go. Let u* € D be the sought “useful” signal given by its approximation
o€ H: u* =u+ &, where £ € H is an unknown “noise” whose size is specified in our further discussion.

One of the main mathematical problems in the reconstruction of noisy signals (let us call it problem R)
can be formulated as follows: to construct an element @ € D such that the deviation

* A * ~ * ~ 1/2
' —a| = (||Lu* — La|lg + [lu* —all) "~ — 0

when the “noise” £ also tends to zero (in a certain sense).

Note that the known element # is not necessarily belong to an initially given set D defined as a sum of some
known properties of the sought “useful” signal, such as, for example, the boundedness of the signal amplitude
or its spectrum, nonnegativity, monotonicity, convexity, the absence of signals or frequencies on some intervals,
the boundedness of the total variation, etc. These circumstances as well as the fact that the operator L can be
unbounded (it is important, for example, if it is required to calculate some characteristics of a “useful” signal
in the form of its derivative) allow us to conclude that the formulated problem is ill posed, i.e., the problem
can be unsolvable in the classical sense and (or) can be unstable. It is possible to take, for example, 4 = Pp,
where Pp is a projector in H onto the set D. If the set D is appropriately chosen, then it might happen that
the above-defined element # is quite reasonable. However, our a priori knowledge on a “useful” signal u*, as
a rule, is rather rough and, therefore, the hope for such a favorable result is too optimistic. This is especially
the case when the final result is strongly influenced by an unknown error in the registered signal. From the
computational point of view, the determination of the projection onto the set D may be rather difficult.

1. In order to solve the above problem, we use the method of Tikhonov’s regularization [1, 2]. In this
connection, we define the following parametric functional:
Oofu] = u—allf + ol Lu— gl ueD.
Here @ > 0 is a regularization parameter and g € G is a given element. Let us consider the following auxiliary
problem R,: to find an element @, € D such that ing D, [u] = Pylig]. According to the general theory of
ue

regularization [2, 3], we have

Theorem 1. For any o > 0, the auziliary problem Ry is uniquely solvable and its solution satisfies the
following variational Euler inequality:

(g — Uy v — ) g + @(Liig — g, L(v —Ua))eg 20 Yv € D.
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Below problem R, is called problem R, if £ = 0. Let uq be a solution to problem R,. Then, obviously, the
following variational Euler inequality similar to the previous one is valid:

(U — U, w — Uup) g + a(Lug — g, L(w —uy))e 20 Yw € D.

Assuming v = u,, w = U, and adding both inequalities, after some simple manipulations we obtain the
relation
where Z, = U, — uq. Similarly, the following estimate can be obtained from the second variational inequality
for w = u*:
Izall? + @l Lzalle < —a(Lu® — g, Lza) u- (2)
Here z4 = uy — u*.

Theorem 2. Let & : ||{||g < d. If the regularization parameter o = «(d) is chosen in such a way that
§/\/a — 0, 6, — 0, then the limit relation |, — u*| — 0 is valid as 6, — 0. In other words, algorithm R,
solves problem R.

Proof. Indeed, according to (1) we have
IZall7r + ol LZallE < 8llZallms

hence,
Vallr <6, LZalla < 3/ V.
Then we get
o — u”| < |2a] + |20l < |2a] + 6/ V0 (3)

By virtue of the extremal property of the regularized solutions, we have
[ua —w|% + ol Lua — gllE < u* —u*|[3 + ol Lu” — gl
i.e., the following regularity conditions are satisfied [2]:
[Lua —glle < ILu” —glle,  Nua —v |z =0, a—0+.
In accordance with the general theory of regularization, the regularity conditions imply the limit relation

. w1 _
alir(r)l+|ua u'l = alir(r)l+|za| =0

The proof of the theorem follows from this relation and from (3).

Remark 1. Theorem 2 is also valid when the regularization parameter o is chosen constructively in
accordance with the residual principle [2]
a: ||Ue — U|lg = 9. (4)

As is known [2], this scalar equation is solvable. There exist efficient numerical algorithms for searching
a value of the regularization parameter according to the residual principle. The meaning of this principle is
sufficiently obvious: if a — 0, then 4, — Ppt and we might not obtain anything new in comparison with
the known information; if @ — oo, then it is possible to prove that @, tends to an element from the kernel of
the operator L such that this element approximates @ in a mean-square sense. The realization of the residual
principle results in a choice of the regularized solution consistent with the accuracy of measurements.

2. Theorem 2 does not ensure a guaranteed accuracy for the restoration of the signal u*. Moreover, the
convergence of @, to u* in norm | - | may be very slow.
Let the element v* be such that the following “smoothness” variational condition is satisfied:

(Lu" — g, L(u —u"))g = (", u—u")g YueD, h*eH. (5)

Then the following theorem holds.

Theorem 3. Let & : ||€||g < d. If the generalized “smoothness” condition (5) is fulfilled, then the following
estimates are valid:
Izallr < @llB™|lm,  [[Lzalle < Vellh™|m;
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hence,
s * 1/2
min |G, — u*| < const - §7/°.
a>0

Proof. Indeed, assuming u = u, in (5) and using (2), we have
|zallf + @l LzallE < —a(h”, 20)a < allh” ||l 2l 15

hence,
Izallr < @llP*lm,  [[Lzalle < Vallh™|la-

According to (3), thus, we come to the inequality
|t — u*| < const - (Vo +8/va).

From this we obtain the required estimate. The theorem is proven.

Remark 2. If the set D is linear, then inequality (5) becomes the identity
(Lu* — g, Lv)g = (h*,v)g Yv € D.

If there exists a conjugate operator L* (for example, D is a dense set in H) and the element Lu* — g € Dy~
(D is the definition domain for L*), then this identity yields h* = L*(Lu* — g).

Note that if ¢ = Lu*, then the accuracy of the restoration of an initial signal increases. This conclusion
follows from the above estimates (in this case, |h*||z is small).

In general, if ¢ = Lu*, u* is the sought signal, then from the variational inequality for wu,, it follows that
Uy = u* Va > 0, i.e., the regularized solutions are stationary. In the case of g &~ Lu*, it is possible to expect that
the range of “suitable” values of the regularization parameter is sufficiently wide. This significantly facilitates
the reconstruction of a useful signal by the regularization method.

3. Now we assume that the set D is linear and dense in H. Instead of the variational Euler inequality
for uq, then, we have the Euler identity

(o —u*,w)g + a(Lug — g, Lw)g =0 Yw € D.
If Lu* — g € Dy, then, assuming h* = L*(Lu* — g), we obtain from this identity that
(za + @™, w)g + a(Lzy, Lw)g =0 Yw € D,
i.e., the element z, is the minimum of the functional
allLz|& + ||z + ah*||%, 2z € D.

Theorem 4. Let the set D be linear and dense in H and & : ||€||g < 6. If h* = L*(Lu* — g) € Dp~, then
the following estimate holds:
min |, — u*| < const - §2/3.
a>0

Proof. In accordance with the above remark, indeed, we take z = —ah* as a comparison element. Then,
al|Lzallg + 20 + ™|} < o®||LE7E

Thus,
ILzalle < @llLh*lla,  ||zallar < allb*[[m + o®/2||Lh7 |-

Since |Z,| < §/v/a, a > 0, we conclude that the theorem is proved for a = §2/3.

Remark 3. Large “smoothness” for the element u* is required in Theorem 4. However, if we wish to obtain
the regularized solutions with the guaranteed accuracy §'/2 or §2/3, then on a class of problems, from our point
of view, the hypotheses of Theorems 3 and 4 cannot be relaxed [4]. It would be also desirable to eliminate the
linearity of D , but preserving its convexity, and to formulate the smoothness conditions in a less burdensome
variational form. For the regularized solutions, it is also important to obtain some estimates determined in
accordance with the residual principle. Note that the signal u* is reconstructed much more precisely than its
L-characteristic.
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4. Here we assume that D is a convex set in H and the “noise” & — 0, i.e., the noise tends to zero in the
sense of weak convergence in H. On the set D, we consider a linear invertible operator L : D — G such that

efL(u—v)lle < [u—v| < CllL(u—v)|c Vu,ve D, (6)

where the constants ¢ and C' do not depend on the choice of u,v and 0 < ¢ < C < 4o0. Then, from (1) it
follows that
= = r—172 T = 7 —1\* Z F—1\*
Il + L2l <~ E5 O = ~(E2 (B0 < L2l A A= @ydle. @
Therefore, obviously, the following theorem holds.

Theorem 5. If A — 0 as £ — 0, then it is possible to specify a dependence a = a(A) — 0 such that
|Go —u*| — 0, &—0.

Remark 4. If the operator (IAfl)* is completely continuous, i.e., it maps any weak convergent sequence
to a strongly convergent one, then, obviously, A — 0 as £ — 0. The latter, for example, is valid if any set of
elements u € Dy, is compact in H and ||u||g < const, ||Lu||¢ < const, where Dy, is the definition domain of the
operator L.

Thus, if £ — 0, then we may speak of the restoration of the signal u* on the background of “large” noises.
Indeed, if H is a separable space and e,, n = 1,2, ..., is its orthonormal basis, then &, = A,e, — 0 as n — oo
if |A,,| < counst, i.e., this is the case of noises with large “amplitude” and high “frequency”.

Remark 5. Some prior error estimates for the regularization in terms of A can be obtained if additional
information on the “smoothness” of the useful signal u* is available (see Theorems 3 and 4). This can be
accomplished in a similar way. For brevity, we leave to the reader the derivation of the corresponding estimates.

We also note that inequalities (6) are satisfied for any L. In particular, if the operator L is boundedly
invertible on D, then we may put L = L.

5. Let us consider problem R: to find an element @ € D, ||é,— ||z < & such that it minimizes the functional
Qu) = ||Lu— g||%, u € D, i.e., inf Q(u) = Q(@), where the element u € D is such that ||u — |z < 6.
u

Theorem 6. If |||y < 0, then a solution @ to problem R exists and can be obtained by the regularization
method.

Proof. Indeed, let the regularization parameter « be chosen in accordance with the residual principle (4).
Then, for any element v € D, ||u — @||g < J, we have (by virtue of the extremal property of regularized
solutions):
Dyfiia] = ||Ga — allf + ol Lia — gl = 6% + af| Laa — gl <
< lu—allf + ol Lu — g[|E < 6° + af|Lu — g][Z.

In other words,
a||Lia - gllE < allLu—gll&; YueD:|lu—alng <.

For w = w* in the previous inequalities, however, at the last stage we have the strict inequality (since
l€]l < & by condition) and, consequently, « > 0. Thus, the element 1, has the extremal property

[Lia = glle < [[Lu—glle VueD:llu—ilz <9,

i.e., this element is a solution to problem R. The theorem is proved.

Remark 6. Problem R has the following rather transparent pragmatic meaning: if a signal @ is given and it
is required to find some of its characteristics (to determine the operator L), then it is natural to accomplish this
with a minimum “price” Q(u). The functional Q(u) can also be considered as a “complexity” of the realization
of a reconstructed signal. For example, for L = d*/dxz? we find a signal with a “minimum” curvature.

If it is necessary to preserve a “thin” structure of the useful signal, then its total variation [7] can be
taken as Q(u). Other useful approaches can also be applied by using, for example, a special set D [3, 5]. In
general, an algorithm for the restoration of a useful signal may be complicated significantly. As a rule, the success
corresponds to the situation when the operation Pp of projection onto the set D can be realized efficiently [6-8].

6. There exist efficient numerical methods [2, 3] to choose the regularization parameter in accordance with
the residual principle (4). To accomplish this, however, it is necessary to know to sufficient accuracy a value of the
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parameter § characterizing an error in the initial data @. In practice, unfortunately, this knowledge is not always
available. Therefore, some heuristic (or pragmatic) approaches [10] can be used to choose the regularization
parameter. For example, if there are two measurements %, and s of a signal u*, then it is possible to proceed as
follows. We find the regularized solution @}, corresponding to @ = 1 and determine the regularization parameter
in accordance with the following modified residual principle:

~1 o~ .
e — tl| — min.

If the measurements %; and us are independent, then the modified residual principle yields rather satisfactory
results. In its essence, this principle is close to the cross-validation method [10].

Another approach to determine the regularization parameter consists in the following. Let u&l) be a solution

to problem R,. The family u&l) is said to be the initial regularizing family. Then, we put g = Lu((ll) and solve

problem R, once more. Its solutions ug) is said to be the secondary regularizing family. If D is a linear set,

then, obviously, the following Euler identities are valid:
(ug}) —u,v)g + a(LuS) —g,Lv)g =0,
(u((f) —U,v)g + a(Luff) — Lu(()})7 Lv) g =0 YveD.
From this we have
(w? —uM v)g + a(Lu® —ul) — (Lul)) — g), Lv)e =0 Yo e D.

On the other hand, it is easy to prove the following identity:

du&l) du((ll)
—v| 4+a|L——Lv +(Lu&1)fg,Lv)G:O Vv € D.
da . da .

Multiplying the last identity by « and adding it to the previous one, we obtain

du du
u® — oM +a —;,’U +a|L?® —ul)+aL d: ,Lv| =0 VYveD.
H G

Putting here

(1)
o= 0@ _ ) 4 g Fua”
(03 (e da )
we get
(1) (1)
ug) - u&l) + dua_ =0, L ug) — ug}) +a dua’ =0. (8)
da da

Thus, the following the theorem holds.

Theorem 7. If D is a linear set, then the secondary and initial regqularizing families of solutions are related
by (8).

Note that some relations similar to (8) were obtained by the author more than 40 years ago. Based on these
relations, a method for determining the regularization parameter (the so-called method of quasi-optimal values
for the regularization parameter) was proposed in the 1960s by A.N. Tikhonov and V.B. Glasko [1]. Now we
consider our interpretation of this method in terms of relations (8).

We call the modified method for determining the quasi-optimal values of the regularization parameter the
method based on the following criteria:

@) _ i @) _ i
lug” — e’ |l — min, |[L(ug” - us’)lle — min,

or, more generally,

pllu® — a1 + (1 = PIL(R — uld) g — min.

Here p: 0 < p < 1is an weighting factor. According to (8), the last criterion can be rewritten as

du((ll) du&l)
1-— L in.
pe da ||y + pla da |4 - ran>1%1 (9)
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Unfortunately, method (9) may yield several local extrema. Then, the chosen value of the regularization
parameter has to be checked against the correspondence to the residual criterion. Note also that no knowledge
on the secondary regularizing family of solutions is required in the realization of method (9).

Moreover, if we consider the so-called “geometrical” grid of values of the regularization parameter given as
oj =Toj_1, where j =1,2,...,M, 7~ 1,7 <1, and o9 > 0 is a sufficiently large initial value, then we come
to the following discrete variant:

pllu —ul) o+ (1= PIIES — ul) )l — min. (10)

Thus, the modified method for choosing the quasi-optimal values of the regularization parameter can be
interpreted as a choice of the regularizing solution from a set of regularizing solutions in such a way that the
chosen solution is most closely adjacent to other regularizing solutions. Note that this method is also valid for
the case when D is a convex set.

7. The above regularization technique for solving the problem of restoration (filtration) of noisy signals is
sufficiently general. For example, if the set D = N;, = {u € Dy, : Lu = 0}, then the regularization method can
be reduced to the classical least-squares method.

If the information @ on a “useful” signal u* is given in a discrete form (for example, as a set of values of
some functionals), then we come to regularized polynomial or trigonometrical splines, depending on a choice
of the operator L [9]. In the framework of our approach, we can also consider the exponential and Gaussian
approximations, the wavelets and other approximation techniques. The application of Fourier transforms can
appear to be especially efficient. The set D can be given as some conditions imposed on the spectral structure
of the sought signals. Numerical results illustrating the above approaches to process digital signals are discussed
in [11].

The author is grateful to Professor O.B. Arushanyan for useful discussions and remarks.
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