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Abstract: Effective output from data centers are determined by many complementary factors. Of-
ten, attention is paid to only a few, at first glance, the most significant of them. For example, this
is the efficiency of the scheduler, the efficiency of resource utilization by user tasks. At the same
time, a more general view of the problem is often missed: the level at which the interconnection
of work processes in the HPC center is determined, the organization of effective work as a whole.
Omissions at this stage can negate any subtle optimizations at a low level. This paper provides a
scheme for describing workflows in the supercomputer center and analyzes the experience of large
HPC facilities in identifying the bottlenecks in this chain. A software implementation option that
gives the possibility of optimizing the organization of work at all stages is also proposed in the form
of a support system for the functioning of the HPC site.
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Annoranusi: Db dekTUBHAS OTIa9a OT BEIYUCIUTEIbHBIX IEHTPOB OIIPEIEJISieTCs MHOYXKECTBOM B3aU-
MO/TOTIOJTHSIIONINX (DAKTOPOB. 3a4ACTyI0 BHUMAHUE YJIEJISIeTCs TOJIBKO HECKOJTLKIM, HA TIEPBBIN B3TJISIT,
HanboJiee 3HAYMMBIM U3 HUX. Hampumep, 310 3 dHEKTUBHOCTS PabOTh IIAHUPOBIIHUKA, 3DhEKTHB-
HOCTH MCHOJIb30BaHUSI PECYPCOB IOJIb30BATEILCKIME 3a/atdaMu. 1Ipu aTom wacTo yiyckaercs 6oee
obImumit B3IJIsiJ] HA TPOOJIEMY: YPOBEHDb, HA KOTOPOM OIIPEJIEJISETCS B3AMMOCBSI3b PAOOYIUX MIPOIECCOB
B CKII, opranuzanus s¢hdekTuBHO# pabOThHI B IeJIOM. YIIYIIeHnsT HA 9TOM JTale CIIOCOOHBI obecrie-
HUTH JTIFOOBIE TOHKYE OIITUMHU3AIUN Ha HU3KOM ypoBHE. B maHHO# paboTe MpuBOIUTCs CXeMa OIMCAHUS
pabounx nporeccoB B CKII, ananusupyercs onbir kpynabix CKII mo BeizesieHuo Haubojee y3Kux
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MECT B 9TOH IlelouKe, IIpeJjlaraeTcs BapuaHT IIPOIPAMMHON peasin3aliuu, Jalolieil BO3MOXKHOCTD OII-
TUMHU3AIUN OpraHu3anuun paboT Ha BCEX dTAllaX, B BUIE CHUCTEMBbI MOIEPKKHN (DYHKIIMOHIPOBAHUS
CKII.

KuroueBple cjioBa: CynepKOMIIBLIOTUHT, [IPEIOCTaBICHIE BHIYUCIUTEHHBIX PECYPCOB, UCIOIH30Ba-
HU€ BBIYUC/IMTEIbHBIX pecypcoB, opranusaius paborsl CKII, Berauciinre/ibHble IEHTPHI KOJLIEKTHB-
HOI'0O II0JIb30BaHusd, IPEJOCTABICHIE BBIYUCIUTEIbHBIX YCIYT.

Buarogapuoctu: Nccsenosanne BbimosHeHO npu dbuHaHCOBOH m1071epkKke PODU (rpant 20-07-
00864). Pabora BbioHeHa ¢ uCHO/Ib30BaHneM 000pyaoBanus LleHTpa KOJUIEKTUBHOIO II0JIb30BAHMSL
CBEPXBBICOKOTPOU3BOIUTEILHBIMA BRIYUCIUTETbHBIMU pecypcamu MIY mvmenn M. B. Jlomonocosa.

Huisa umrupoBauusi: Hukurernko JI.A. Y3kue mecta B opranusanuu pabodux IMPOIECCOB BOIBIIX

CYIEPKOMIBIOTEPHBIX 1IeHTPOB // Bohraucimrenbibie MeTonnl u nporpammuposanue. 2023. 24, Ne 1.
1-9. doi 10.26089/NumMet.v24r101.

1. Introduction. The questions of increasing the efficiency of supercomputer computing systems have
always been acute due to the high cost and scarcity of this type of resources. The choice of target software
and hardware architectures, based on the planned type of tasks to be solved, fine-tuning of the environment,
optimizing the applications themselves — there are a lot of scientific and practical events and articles are devoted
to all this.

Various approaches to assessing the quality of compute services are discussed in [1]. Meanwhile, a higher
level is much less affected — the level of organization of the entire chain of work processes from the very idea of
using supercomputer resources to obtaining the required result. Even in the State rubricator of scientific and
technical information classification there was a special block dedicated to this direction. At the moment, this
kind of work receives somewhat less publicity, but not because it is not relevant, rather since its target audience
is significantly narrower and consists mainly of holders and administrators of computer systems, moreover, on
a fairly large scale.

Most of the related contemporary works discuss the questions of managing and maintenance of the specified
computing facilities [2] or [3, 4], giving some best practices, but with almost no suggestions, how to solve the
discussed problems in general.

Within the framework of the project, based on the results of which this work was written, the issues of
identifying the main routines and stages in the operation of a supercomputing center were studied. The main
purpose of this study is to identify bottlenecks at these stages and an appropriate choice of possible approaches
to eliminate them when organizing work to provide computing resources.

In the first substantive section of the paper, the state of the subject area is considered, namely an analysis
of the survey conducted among the holders and administrators of large supercomputer centers is given. The
following is a description of the proposed model of the functioning of the HPC center, after which the software
implementation corresponding to it is addressed.

2. Background. To assess the current vision of system owners and system administrators of the most
critical moments in the organization of provision of resources, a list of questions was compiled, to which 12
supercomputing centers, both from Russia and Europe, kindly agreed to answer. The survey included questions
about the scale and profile of the computing center, and the features of its operation and support. Among other
things, respondents were asked to indicate the degree of significance of certain stages and routines in the overall
chain.

Questions on access to HPC resources:

What computing systems do you have at HPC center?
Are there various compute partitions used?

If used, what is the principle of division?

What is the size of the team supporting the HPC center?
What is the vendor’s role in maintaining the systems?

Do systems shutdown during the year?

oot W e

How regularly is the maintenance done (the works which cause partial nodes unavailability)?
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8.

9.
10.
11.
12.
13.
14.

15.

16.

17.
18.
19.
20.

21.

22.
23.

24.

Approximate number of user accounts

Approximate number of users (researchers)

What classification of users is used? (meaning roles: administrator, user, project manager, etc.)
What organizations are your users from? (approximate ratio of internal and external)

Is the provision of resources allowed on a commercial basis?

What steps should a user take to gain access?

If a project organization is practiced (resources are granted for a specific research project), what steps
should the project participants take?

Whom are the computing resources allocated to? (account, group of accounts, individual, team, etc.)

What types of quotas and limits are used? (limiting the total amount of resources, specific resource
consumption, the number of simultaneously running tasks, the number of tasks in the queue, the duration
of the task, the size of the task, etc.)

How is the control over the consumption of computing resources carried out?
Should users provide reports on resource usage?
How is the helpdesk organized for users?

What software is used to organize the workflow (registration of requests for the allocation of resources,
register of projects, users, etc.)

What routines are covered by the supporting software (license control, warranty control, initial provision-
ing, resource monitoring, etc.)?

How do users see the availability of resources?

Is there a user’s personal account in some web-based online accounting system and what is available to
the user in it?

What would you change in the existing chain of HPC center work processes?

Good news — the feedback was received promptly. This illustrates that the questions are vital, and the

respondents are willing to improve the discussed situation as it has been done lately [5]. Respondents answered
with varying degrees of detail, but interestingly, almost all agreed to do so on condition of anonymity. In other
words, the respondents are ready and want to improve something in the current state of things, but would not
like it to be visible from the outside. In total, 12 Russian and 2 European centers took part in the survey. All
Russian centers are included in the Top50, and foreign centers are in the top of the Top500. They are:

1.

10.

Lomonosov Moscow State University HPC center, Moscow, Russia [7, 8]
https://parallel.ru/cluster

. Joint Supercomputer Center of the Russian Academy of Sciences, Moscow, Russia [9]

http://www.jscc.ru/

HSE University, Moscow, Russia [10]
https://hpc.hse.ru/hardware/hpc-cluster

Meshcheryakov Laboratory of Information Technologies, Joint Institute for Nuclear Research, Dubna,
Russia

http://lit.jinr.ru/

SUSU HPC center, Chelyabinsk, Russia
https://supercomputer.susu.ru/

Skolkovo Institute of Science and Technology, Moscow, Russia
https://www.skoltech.ru/

Siberian SuperComputer Center of ICMMG SB RAS, Novosibirsk, Russia
http://www.sscc.icmmg.nsc.ru/

Supercomputer center of UB RAS, Ekaterinburg, Russia
http://parallel.uran.ru/

“Polytechnic” Supercomputer center, Saint Petersburg, Russia
http://scc.spbstu.ru

UNN Supercomputer center, Nizhniy Novgorod, Russia
http://hpc-education.unn.ru/en/
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11. Lomonosov Moscow State University CMC Faculty facilities, Moscow, Russia
http://hpc.cmc.msu.ru/

12. Lomonosov Moscow State University, Big Data Storage and Analysis Center

13. Jiilich Supercomputer Centre (JSC), Jillich, Germany
https://www.fz-juelich.de/en

14. The High Performance Computing Center (HLRS), Stuttgart, Germany

https://www.hlrs.de/

It can be seen that the scale of both the HPC centers themselves and their systems is presented in all its
diversity — from dozens of users to thousands, from tens of TFlops to multipetaflop systems. Let us consider
some of the results of the surveys and discussions:

e Scales of the shared HPC facilities in terms of users. 2 of 14 centers manage over 2000 users, 1 of 14 —
dozens of users, the rest 11 of 14 have hundreds of users

e “One window” service and personal accounts. Only 3 of 14 have full-scale implementations, 2 of 14 — under
construction, the rest 9 of 14 do not have it at present practice.

o Resource delegation. HPC resources are provided to users/logins (4 of 14, the smallest centers), the
majority (10 of 14) use the project-oriented workflow.

e Helpdesk. There are still centers (3 of 14) which until now do not have a helpdesk and use emails for
requests and feedback.

o Automation and specialized software. The same 3 of 14 centers do not have specialized software automation
for workflow organization and process everything manually or use general script-based automation.

e Need for changes. 3 of 14 centers would like to significantly reorganized the workflow organization and
means for managing it.

The principles of resource allocation
All contemporary supercomputer centers have long been practicing a resource allocation to a project [6].
This greatly simplifies both the justification of the need for resources when they are requested, and the control

over their targeted spending. The idea is depicted in Figures 1 and 2.

Large centers need to conduct an expertise when a project requests resources, and, interestingly, not
only when they are provided free of charge. At the European centers, a similar procedure is also required for
commercial projects, thereby protecting the reputation of the HPC center.

A periodic, most often annual, procedure for monitoring the use of allocated resources is not implemented
everywhere, but in large centers, some form of this monitorning is still is carried out.

General questions

One of the hottest topics is the burden on system administrators. The removal of excess load is given
priority by almost every Russian supercomputer center, which indicates their overload with related work, or a
shortage of personnel.

Effective provision is not possible without helping users to utilize the available resources by a proper way.
Working with user applications and their optimization in some cases is the task of special units, however, not
always free of charge, and not in Russian centers.

Resource delegation

person
Several persons use shared login Using same login under Defined project members,
Unsecure, hard to control various projects defined logins, a group
OK for a fixed group of users Single login for a project is an
option

Figure 1. The basic strategies for resource delegation
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Figure 2. Project-oriented workflow organization scheme [11]

Complete and up-to-date documentation of all software and hardware tools available to users is a necessary
foundation for users to start working. This, among other things, reduces the number of unnecessary questions
in support.

Direct user support in large centers should be implemented as a flexible tool with rubrics, the ability to
involve qualified specialists in the course of resolving issues. Ideally, dedicated experts on the supercomputer
center staff should be assigned to communicate with users.

Automation of work processes at all possible stages reduces the impact of the human factor and avoids
downtime while waiting for the transition of processes from one state to another. For example, an application
for the allocation of resources should automatically continue on its way after a number of conditions are met,
for example, keys are entered for access by all project participants.

A “one window service” users should be standard practice for large HPC facility. Such a solution signifi-
cantly enhances the reliability of interaction with users and in many ways contributes to improving the culture
of work in general.
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Figure 3. General workflow scheme of HPC centers.

3. Proposed workflow scheme. Based on the analysis of the organization of work in various supercom-
puter centers, both commercial and public, three main parallel directions can be distinguished that are directly
related to obtaining results using computing resources (Figure 3).

The main “user activity” branch.
It is directly related to the work of users, and can be divided into three large phases:

1. The project initial phase, which includes the request for resources and its approval, the establishment of
accounts, the activation of licenses and all related preparatory activities.

2. The phase of direct work on the system, in which it is possible to distinguish:
e The preparatory stage, which includes preparing the input data, compiling the code, setting up the
environment.

e Directly running of computational jobs and preliminary processing of the obtained results without
downloading them outside HPC facility.

e The stage of analysis of the result, which includes the examination of the results, their accuracy, com-
pleteness, the necessary adjustment for new runs, including the optimization of the user application
and app run conditions, the export of the results.

3. The final phase involves the correct completion of the use of computing resources — clearing the allocated
storage for the project, restricting access to participant accounts, and submitting a completion report.
In parallel with the mentioned three phases of user activity, throughout the project, support is being
provided by the HPC center, which provides resources in two complementary planes.

Technical support.
Firstly, this is technical support, which should be available to users from the very beginning until the
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Figure 4. Modular structure of the Octoshell system [11].

end of the project, helping to solve any technical problems related to both the logic of project management
and technical problems, for example, loading user data, problems with connecting libraries etc. Note that
application optimization is deliberately not included in technical support. This is a separate area of work, and
system administrators can be involved in them, but at the same time, a detailed study requires a deep dive into
the specifics of the application, the complexity of which removes this task from the list of those that could be
solved within the framework of technical support.

Interaction with the system holder.

Secondly, it is interaction with the holder of the system. It is of an organizational and regulatory nature,
therefore it is placed separately from technical support.

At the initial stage, this is an examination of the request for resources, adjustment of quotas, etc., in
accordance with the specifics of the project and the conditions for the provision of resources.

Further, for an established project, this is a constant monitoring of the project activity, the nature of the
use of resources. Here, a mechanism for automatically informing users about anomalies detected during the
project can and should be implemented - a change in the nature of resource use, noticed problems with the
efficiency of applications, etc. Such a system operates, for example, at the MSU HPC center [12, 13].
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Here, for all active projects, regular monitoring of the targeted use of allocated resources may be required
in the form, for example, of the provision of annual reports.

For supercomputer centers of different scales, the importance of successful implementation of interaction
at each stage is certainly different, but for large HPC facilities with a large number of users and projects, the
cost of unsuccessful implementations or omissions can be too high. As a result, this leads to a decrease in the
return on the center as a whole and an excessive burden on the administrators and staff of the supercomputer
center.

4. Software implementation. The software implementation of the considered model is the Octoshell
system developed at the Research Computing Center of Moscow State University, and it continues to be used
in the daily practice of the MSU HPC center. To support the described workflows, the system has a modular
implementation, and the necessary minimum functionality is realized in the system core (Figure 4).

A fundamentally important feature of the system is the lack of deep integration with system software. The
system is, as it were, an add-on over standard tools, which significantly increases reliability. The possibilities
of the system and its architecture are considered in detail in [11].

5. Conclusion. The paper presents the main conclusions based on the results of discussions on the
organization of work with representatives of the leading HPC centers.

According to the surveys and discussions, the outlined features of organizing the HPC workflow should
include at least the following upgrades:

e Reducing the burden on the system administrators.

Providing means for optimization of user applications.

Availability of the complete and up-to-date documentation on all software and hardware tools.

e Implementation of effective helpdesk.

Automation of work processes at all possible stages.

Providing a “one window service” for users.

The most typical scheme for providing computing resources, which is practiced in most supercomputer
centers, is considered. This scheme is fully consistent with the Octoshell HPC operation support system.
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